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Abstract

One of the key components of any grid architecture is managing compute and storage  resources and optimizing their utilization. SAM has implemented features that allow it to exercise a "fair share" and "prioritized" policy among many groups of users. The goals are as follows: 1) implement the experiments policies for resource usage by research group and by data access mode, and 2) optimize the resource usage  to maximize the overall throughput defined in terms of real data processing activity. At the lowest level of SAM architecture, called the station, the SAM system integrates the data delivery and cache management with the job control and scheduling of the batch system. At the site-level, for example at Fermilab, requests for data from on-site stations are managed to optimize Mass Storage System resources and network throughput. Management of resources at a various geographic levels are discussed.
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1. Introduction

SAM, Sequential Access to data via Metadata [1], was developed as a data management and access system, and much of its focus has been on  general resource management. This is an important issue since many of the hardware components used in storing and delivering the data are shared by a large number groups of physicists performing a multitude of  processing  activities. The hardware elements include Automated Tape Libraries, tape drives within the libraries, tape volumes, network bandwidth, disk cache, CPU, and  memory. The activities of the experiment include data acquisition, reconstruction, processing and analysis. Users are assigned to groups based on their physics topics or other unifying interests. Providing a system which has well defined rules and is controlled by a few tunable parameters gives the experiment the ability to offer each activity and group what is needed, and efficiently utilize the resources available  to the globally distributed experimental collaboration.

2. Overview of SAM Resource Management Goals

Efficient use of a data delivery system is not possible if a broad view of all resources is not taken into consideration.  The goals of this resource management are as follows: 1) implement the experiments policies for resource usage by research group and  by data access mode, and 2) optimize the resource usage  to maximize the overall throughput of processing work performed by the system.  The constituents  of each groups must be determined by common data access and processing profiles.  Access modes are identified as certain types of data storage or access activities that  demonstrate particular patterns of usage and stress particular  system resources. The  computing resources deployed throughout the globe to process and analyze  the D0 data must be shared and coordinated to achieve the maximum amount of useful work for the experiment.

2.1 Users, Groups, and Access Modes

A group is loosely defined as a set of  people wanting to achieve data processing  whose datasets and processing styles and goals are largely shared. At D0, the groups are defined by physics topics, like Higgs, Top, W/Z, B, QCD, and New Phenomena, by detector elements like calorimeter, silicon tracking, muon, and so on, and   by particle identification like jets, electron, muon, and tau. The resource allocation management must begin with the registration of users and it is possible for each individual to be included many of these diverse groups.  One of our primary goals for the resource management is  to provide fair-share allocation and scheduling of resources to each group.  Some activities, calibration and alignment work for example,  require high priority to assure maximum quality of the final physics results and this can.  Frequently, certain physics topics require special attention to prepare for conferences, or when interesting signals appear. As the experiment passes through various stages of operation, the allocation of these resources must be easily modified so certain groups can accomplish work quickly to meet the needs of the experiment.  

Several major modes of data storage and access can be identified and include, 1) Data acquisition storage, 2)Frequently accessed data, 3) Cooperative access and processing, 4) Monte Carlo data storage, 5) Data file delivery  on demand, and 6) Random access event selection. Adding data  to permanent storage from the data acquisition system is the most important service the offline system must provide, and highest priority. Some data sets are frequently accessed, and small enough to always remain on disk cache, thus requiring few resources and given high processing  priority.  Cooperative processing refers to several individuals, or groups  coordinating their processing  of  large quantities of data in an organized manner thus reducing the overall load on the data delivery system, while satisfying a large fraction of the experiment’s needs. On the other hand, when an individual attempts to scan through large quantities of data on his own, the amount of gain for the experiment as a whole,  relative to the number of resources used, is small and this activity is discouraged by making it low priority.  However,  it is understood that  random access to data and event selection from raw or reconstructed data is essential, and needs to be  provided. If performed in an organized way which pools requests and shares resources this can be accomplished effectively, even if at low priority. 

2.2 Resources and Management Strategies

The resources over which there is competition  by the groups and access modes are well defined and  include tape mounts, tape volume access, tape drive usage, network throughput, disk cache, processing CPU, and cache memory. Tape mounts are an important resource  because a single robot with limited capacity to deliver  tapes  to  the drives  is shared among many groups and activities. Individual volume access can cause contention when more than one request is made by different users to store and/or retrieve files to or from the same tape. The number of tape drives within the experiment is finite, and at any given time this might represent a constraint  to the overall  work being achieved by the experiment. The size of the network pipes linking the various components of the data acquisition and processing  machinery can represent a bottleneck if not properly utilized. Once data arrives at the processing computer, the disk cache there must be managed carefully to optimize the use of transfers and processing cycles.  Finally, the  CPU and Memory cache available throughout the experiment needs to be managed and all of the processing projects of the experiment need to be able to utilize it effectively.  This represents a  broad range of  resources which must be managed at several levels.
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We have chosen to  divide the problem  into three  hierarchical levels: 1) a local grouping of computing hardware, which we call a station, 2) a cluster of stations which share network or Mass Storage infrastructure,  e.g. all stations at a given site , and 3) the global distribution of sites around the world connected via the WAN. These three levels are illustrated in Figure 1.  A station is a collection of resources that function together, and are activities within a station are independent  from the activities in other stations. Stations can vary from simple to complex arrangements of  computers and their associated disk storage. A station can be a single computer with a single disk, or a large distributed array of computers with their associated disks, or network shared disk storage. The defining feature of a station is a single station manager and a set of persistent configuration parameters which it employs to manage the resources assigned to it. The station manages the disk cache, and the order of processing jobs within its set of processing capacity. It also manages the flow of data in and out through its network connections. 

Stations are connected to Mass Storage Systems (MSS’s) via the network, but a particular MSS  is shared by only those stations in a local  station cluster. This is defined very carefully to avoid  problems causing underutilization of the tape drive read and write throughputs.  Also, access to a shared  mass storage system must be coordinated in a way such that the order of files on tapes is taken into consideration, concurrent requests that share common tapes are pooled together, and the number of tapes that can be read or written simultaneously by particular groups or activities is controlled.  Stations are also connected to each other, in that they can identify files in other station’s caches and replicate them over the network into their own caches. All stations that are connected within the LAN, are free to access data from other stations on site. Since not all stations are given access to particular MSS devices, when they need to store or  access data to or from  permanent storage, the data must be routed through one of the stations that is connected to the MSS.  On the global scale, stations, or groupings of stations, act to replicate data wherever it is needed throughout the system worldwide and the interconnected system of station managers and mass storage systems form a data grid [2].  
Managing a system involving a large number components which are interconnected must be done through configurations, rules, and  policies. The distinction between configuration and rules, or policies, is not always clear, but generally configuration deals with how the stations are built and interconnected, like the amount of disk storage, network connections, connection to MSS’s, et cetera. Rules determine how the overall  system or sub-systems are operated, and how they interact with each other.  Rules include items like  allocations of cache disk and other resources  given to each group on each station,  routing preferences for data throughout the system, and the kinds of processing activities allowed on each station. The management of the system on this global scale  requires rules that control  the routing of files through other stations. A  file access may  utilize resources around the world, like MSS’s,  and  the   availability  of  parts of the WAN may be dependent on the time of day or have other constraints.   In order to make the system usable its behavior and performance must be  tunable  through a small set of parameters which use  carefully designed algorithms to combine the very large number of parameters that define the overall system.  These algorithms must be conceived in a way to provide the maximum work from the system, and yet treat each group and activity fairly, as designated by the decision makers of the experiment.  Also, the algorithms must avoid deadlock or contentious situations in which one activity or group might deleteriously affect the progress of  others. 

3. Implementations

The SAM system has been developed over the last 3 years and has been successfully used to store and deliver data for the D0 Experiment [3].  Much of the resource management work has focused on aspects of station operation, although many of the broader aspects have also been addressed. The primary areas of  management built into the station are disk cache  and job control [4]. There are numerous configuration parameters which control the operation and behavior of each station as well.  The actual order of file delivery is controlled by an optimizer process which manages the requests for all stations using each particular MSS system. The rules determining the priority of storing data into MSS systems attached to a station are also established in station configuration. The shepherding of data into the MSS’s throughout the D0 collaboration are  controlled by global maps which direct files to particular tape sets within designated MSS systems and the routing of this data through intermediate station caches is also configurable.  There are many other configurable parameters far too numerous to describe here that control the system. Many of the configuration and  issues and rules employed to manage the system  are summarized below.  

Station Configuration:

· Disks  assigned to cache.

· Batch system  used  .

· Batch queues  available .

· Batch queue depth 

· Processing capacity  CPU and physical memory.

· MSS’s available .

· Inter -station transfer mechanism: bbftp, rcp, etc.

· Disk accessibility for distributed cluster.

· Network connection, bandwidth, subnet  for each machine.

· Security issues, access to kerberos tickets, etc. 

· Waits, timeouts and retries on failure conditions.

Rules and Policies:

· Disk cache allocated to each group.

· Disk cache refreshment for each group:LRU,FIFO, etc.

· What is the minimum amount of data to deliver at a time from each tape for a project.

· What order are files brought into the cache.

· Through which stations will files be routed when retrieving from a particular MSS?

· Which stations  should  data access and processing activities be sent? * 

· Which data access activities have the highest priority? When? Where?

· Which data storing activities have the highest priority? When? Where?

· To which MSS’s are files stored, and to which tapes?

· How should the resources of a station be shared among groups?

· How should the resources of a local cluster of stations be shared among groups?*

· Which users belong to which groups

· What processing activities are allowed on each station? *

· How many projects per group are allowed?

The rules governing data usage and flow  have been implemented as station parameters and are maintained either locally to the station or in the database.  Some of the rules pertaining to job placement are still being enforced administratively by directing certain groups or processing activities to particular stations. These are indicated by a “*”  in the above list. 

3.1 Disk Cache Management


Stations are configured with disk resources over which the SAM station manager is given exclusive control. This disk can be physically mounted on a single machine, or distributed over many machines, each with its own locally mounted disk, in a cluster managed together within the station. Running at each node is a station agent called a stager which has physical access to the local file system systems and invokes file transfers.  When a station’s cache manager  receives a request to cache a dataset, it issues a request to a site-wide optimizer, and when the transfer is authorized,  existing files are removed from the cache to make room for the incoming data. The cache manager allocates disk space from the distributed pool of disks and the stager are requested to deliver a group of files to the cache.

Cache replacement is based on file usage, and the disk available to the station is logically divided into group allocations. Each group authorized on each station is a can chose a cache management algorithm from those implemented; LRU, FIFO, and Random. If the files cached by various groups have little overlap, then the system provides very versatile management of the overall disk resources. It is quite common to see large overlaps among the various groups’ data usage, and the current implementation allows for group ownership migration  according to the last, or most frequent groups using each file. 

3.2 Job Management

In the SAM framework, a job, or project, is defined as the processing of a dataset with a particular  user application. Therefore,  when the project is submitted to the station a complete evaluation of the data and computing resources can be made. In order for this activity to begin all, or part, of the dataset must be present on the cache of the station. The job control and data management must be coordinated to provide  fair-share resource allocations to each group, and to maximize the overall work being accomplished by the system.  These two goals employ, respectively, fair share scheduling  and resource co-allocation. All of these features are provided through interfaces to existing batch systems.  Adapters have been provided for the batch systems  LSF[5], PBS[6],  FBS [7] and Condor[8]; others are straightforward to include. For a more detailed discussion of  the implementation of the Fair Share, co-allocation, and utilization of  the batch systems refer to [9].

The Fair Share (FS) system uses the concept of a benefit to maintain a history of what resources each group has used.  This history is then used to  calculate the group’s resource usage   relative to all other groups defined on the station. The total benefit accumulated for each processing job is a linear combination of benefit types, each with an assigned weighting factor. Any quantity that increases monotonically with each job run  can be treated as a benefit type. Currently, benefit types include: CPU, memory, number of cached files used,  number of staged files used, number of tape mounts used.  At the time of job submission the group’s fraction of the cumulative benefits for all groups is determined. If the groups benefits do not exceed its FS allocation, the job will be scheduled ahead of other jobs, and vice versa. 

Resource co-allocation refers to the simultaneous management of data and processing resources.  When a user job is submitted to a station master,  the input dataset is translated into an explicit set of files  that will be needed for the processing. Files that are already in the cache are locked for the duration of the project, and files that need to be brought from other stations’ caches, or from mass storage, are queued for staging. The station cache replenishment for the job is done asynchronously from the processing of the job in a manner that minimizes the overall processing time. The initial dispatch of the job is coordinated with the delivery of some  minimal amount of data, if no files needed by the job exist in the cache when it begins. On the other hand, if files are delivered to a station, and there are no processing queues available, the data might be removed before it is accessed, or a deadlock conditions might be established that ties up resources without any useful work being accomplished. This situation is avoided by a timeout parameter that stops the project and precludes the queue being tied up unnecessarily.  In the case of a station configured with a distributed cache, SAM also attempts to initiate applications on nodes where there is requested  data existing in the cache.  

3.3 Site and Global Resource Management

On the larger scale, beyond each station, several management issues have been addressed.  A component called the global optimizer was included in the  original design to coordinate all transfer requests from a local grouping of stations which share MSS. This optimizer pools and  sorts requests for tape resident files and authorizes stations to stage them in an order that optimizes the use of the MSS resources.  Although this is designated “global”, it is actually a site optimizer, and a higher tier optimizer is planned that will be responsible for data transfers, throughout the WAN, among the many sites. This optimizer will  mediate resource usage throughout the global deployment and avoid traffic congestion at any particular station.  Some of the features that might  be controlled by the top-level global optimizer  are currently  implemented as station parameters, like cache routing parameters that direct files through intermediate station caches on their journey to an MSS destination.  For example, stations established at remote processing centers are configured to store data into the system and route its transfer, through a station at Fermilab, to the D0-FNAL  MSS.   

Preferred locations are also established at the  station level to give a hint about which locations outside of the local cache from which a station should attempt to access  data.  

4. Conclusion and Plans 

The SAM system being used for the D0 data management and access system represents a large step toward a globally distributed data caching and processing system. The resources available within this ensemble of hardware  require management at the many levels which we have identified. At the station level we provide fair-share allocations to user groups, and co-allocation  management for data and processing resources.  At the site level SAM gives coordination and optimization control over many stations which share network and MSS resources. At the global level network and data routing are important and features are included to control these.  In the future more emphasis will be needed on global resource management as the deployment of the system grows throughout the collaboration. We have considered tape mounting a critical resource in the past, but the inter-station movement of data is perceived to be a future constraint as more stations are deployed with large disk caches. In addition to moving the data to computing resources, the system will evolve  to include moving the processing to the data.  A host of new issues will be addressed  in the coming months including a possible job control language that will specify each task at a level that will allow the system to decide when and where it can optimally be processed. Other issues being addressed include universal user identification and additional data and computer security. As operational experience with the system grows, and the D0 experiment’s needs mature,  SAM will truly become a  global data grid.
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